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ABSTRACT

Langmuir turbulence is a boundary layer oceanographic phenomenon of the upper layer that is relevant to

mixing and vertical transport capacity. It is a manifestation of imposed aerodynamic stresses and the ag-

gregate horizontal velocity profile due to orbital wave motion (the so-called Stokes profile), resulting in

streamwise-elongated, counterrotating cells. The majority of previous research on Langmuir turbulence has

focused on the open ocean. Here, we investigate the characteristics of coastal Langmuir turbulence by solving

the grid-filtered Craik–Leibovich equations where the distinction between open and coastal conditions is a

product of additional bottom boundary layer shear. Studies are elucidated by visualizing Langmuir cell

vortices using isosurfaces of Q. We show that different environmental forcing conditions control the length

scales of coastal Langmuir cells. We have identified regimes where increasing the Stokes drift velocity and

decreasing surface wind stress both act to change the horizontal size of coastal Langmuir cells. Furthermore,

wavenumber is also responsible in setting the horizontal extent Ls of Langmuir cells. Along with that,

wavenumber that is linked to the Stokes depth ds controls the vertical extent Lssv
h of small-scale vortices

embedded within the upwelling limb, while the downwelling limb occupies the depth of the water columnH

for any coastal surface wave forcing (i.e., Ld
h 5H and Lssv

h ; ds). Additional simulations are included to

demonstrate insensitivity to the grid resolution and aspect ratio.

1. Introduction

The upper region of the ocean is subjected to dramatic

ambient forcing, which enhances and controls the tur-

bulent exchanges of momentum, heat, and other quan-

tities across the air–sea interface (Leibovich 1983;

Thorpe 2004; Sullivan andWilliams 2010). Among these

forces are breaking and nonbreaking waves, where the

latter interacts with wind stress to produce local re-

circulating motions called Langmuir circulations (LC),

which was first studied by Langmuir (1938). LC can be

observed on the sea surface as parallel streaks, coaligned

with the prevailing wind direction, with lateral spacing

varying between a few meters to hundreds of meters.

These streaks are the product of surface convergence,

where, by continuity, the water must sink, and the collec-

tive result is formation of counterrotating vortical struc-

tures. LC is characterized as a turbulent self-organization

due to the interaction of surface waves and wind-

driven shear instability in the surface mixed layer.

Langmuir turbulence can be numerically modeled via

solution of the momentum transport equations with

an additional vortex forcing term, which modulates

turbulent momentum transport in the lateral and

vertical direction such that counterrotating LCs

emerge; this transport equation term is referred to

as the Craik–Leibovich (C-L), first proposed by

Craik and Leibovich (1976). An improved second

generation (CL-2) is more commonly used to model

Langmuir turbulence (Leibovich 1977a,b). The vortex

force fL (also called C-L force) is included in the

momentum transport equations and is the curl of

the Stokes drift [us(z)] and ambient vorticity [~v(x, t)]

(e. . . denotes a grid-filtered LES quantity), given by

fL(x, t)5us(z)3 ~v(x, t) (in this article, the stream-

wise, spanwise, and vertical direction correspond with

the first, second, and third component of any vector,

where the spatial vector is x5 x̂i1 ŷj1 zk̂; vectors are

denoted with bold roman, e.g., x, while tensors are
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denoted by bold sans serif, e.g., A). This vortex force

represents an inviscid wave-induced instability of the

unidirectional current, which monotonically de-

creases with depth.

LC is a key contributor to vertical mixing and trans-

port of materials in the upper mixed layer of the ocean

and significantly contributes to physical and geochemical

processes relevant to oil spill turbulent dispersion (Lehr

and Beatty 2000), ecology in the upper ocean (Dyke and

Barstow 1983), and parameterization of climate models

(Fox-Kemper et al. 2008). For these problems, it is im-

portant to characterize the length, velocity, and time

scales of LC: (i) width of LC L; (ii) circulation speed of

fluid within LCs Ud, or in another sense, the strength of

LC; and (iii) time taken to evolve/disperse, or the

characteristic time T. However, these important LC

scales, which are dependent upon various forcing vari-

ables such as wind stress, surface wave, pycnocline

depth, and so forth, are not well understood (Thorpe

2000) nor is the response joint variation of the afore-

mentioned parameters. Moreover, their temporal evo-

lution due to changes in direction and intensity make it

difficult to estimate their dissipation time scales. This is

especially true in coastal zones, the focus of this study.

As mentioned by Langmuir (1938) in his seminal pa-

per, Langmuir cell width—half the spacing between

well-defined, adjacent windrows—is difficult to measure

quantitatively owing to the temporal evolution of streaks,

as well as the existence of smaller streaks superimposed

upon yet larger streaks. He estimated spacing to be in the

range 5–25m, which was later confirmed in lakes and

ponds by Scott et al. (1969), Kenney (1977), and Thorpe

and Hall (1982). Also, measurements of LC spacing

varying with temporal evolution have been reported by

Ichiye (1965) and Harris and Lott (1973). Although

there exists a large range of scales due to variable forc-

ing, cell spacing should be nearly constant under stable

environmental conditions.

Owen (1966) reasoned that the formation of windrows

is due to thermohaline convection and not due to wind

forcing. Kenney (1977) hypothesized that LC spacing

was independent of wind speed (based on unstratified

shallow lake data). However, field observations of Zedel

and Farmer (1991) andGraham andHall (1997) pointed

out that the cell width is a function of wind speed. Faller

and Woodcock (1964) suggested an empirical relation,

Ls 5 4.8suw, where Ls is the spacing, s is seconds, and uw
is wind speed. Katz et al. (1965) described a positive

slope for the ratioLs/uw, whileMaratos (1971) suggested

Ls5 0.1m1 2.8suw. Such statistical correlation between

LC spacing and wind speed were established from field

observations, but such data were often limited by sample

size and the narrow range of available wind speed. On the

contrary, Scott et al. (1969) did not find a statistically sig-

nificant correlation from his field observation data. Later,

Faller and Caponi (1978) presented experimental re-

sults showing the relation between spacing with wave-

length of surface waves by an empirical fit, given by lc5
4.8[12 exp(20.5lw/H)],wherelc is the cellularwavelength,

lw is the surfacewavelength, andH is themean depth of the

water column.However, they could not attribute the change

in spacing to an increase in lw (Leibovich 1983).

Langmuir (1938) suggested that cell spacing should

depend upon the height of the LC Lh. Also based on his

observations, he noted that the height of LC was more or

less based on the thermocline depthDT. This implies that

Langmuir cells penetrated down to the thermocline depth,

thereby controlling the spacing between adjacent wind-

rows. Assaf et al. (1971) supported Langmuir’s hypothesis

proposing the relation between spacing and mixing layer

depth Dm to be Ls/Dm 5 1.4. Similarly, Maratos (1971)

suggested 0:66&Ls/DT & 1:42; Faller and Auer (1988)

estimated it to be Ls/H5 1.5 and Smith (1992) found it to

be Ls/Dm 5 2. However, these observations can only be

partially true because thermocline (or pycnocline) depth

only influences Lh if it is smaller than or comparable toH

(McWilliams and Sullivan 2000).

Langmuir (1938) estimated the sweeping speed (the

spanwise component of the surface fluid moving toward

the windrows) to be 3 cm s21. Others (Myer 1969;

Sutcliffe et al. 1963; Harris and Lott 1973; Filatov et al.

1981) measured the downwelling speed below the

windrows and found it to be around 3cms21, similar to the

sweeping speed. In fact, these sweeping and downwelling

speeds correspond to the circulation speed of LC, or, in

other words, its characteristic velocity scale. Filatov et al.

(1981) presented experimental results suggesting that

downwelling speed and wind speed were correlated. This

was in agreement with the results of Sutcliffe et al. (1963)

and Harris and Lott (1973), which depicted downwelling

speed increasing linearly with wind speed; however, this

conclusion was made from a fit to a dataset with large

scatter. Later, however, Weller and Price (1988) offered a

similar conclusion from field observations, finding that

circulation speed scales linearly with wind speed.

We can see in the literature that efforts to understand

the scales of LC were mostly based on field observations

in the real environment. Such uncontrolled studies are

subjected to concerns about confounding variables be-

cause various environmental forcing conditions con-

stantly change over time. Therefore, the purpose of this

paper is to numerically investigate the factors affecting

these LC scales (in coastal environments), which can be

performed under controlled environmental conditions,

where individual parameters can be systematically var-

ied to assess scaling dependencies. In this study, we
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consider steady conditions with constant forcing and

focus just on the length and velocity scales. However, it

is acknowledged that length, velocity, and time scales

are interrelated, and, therefore, deeper understanding

of length and velocity scales of LC constitutes a basis for

later assessments on LC time scales.

In this paper we focus our attention on understanding

the ‘‘cause and effect’’ dynamics of environmental forcing

with the length and velocity scales of LC in coastal regions.

Coastal LC is a complex phenomenon, owing to highly

variable wind and wave settings (Churchill et al. 2006).

Gargett et al. (2004) first reported the existence of full-

depth coastal LC from their field observations at the

shallow (15-m water column depth) shelf coastal region

of New Jersey under strong wind and wave forcing

using a five-beam acoustic Doppler current profiler with

40-cm spatial resolution. They named this LC realization

‘‘Langmuir supercells’’ (LSC), which fill the water column

depth and couple the interactions at the surface and bot-

tom boundary layer to enhance sediment erosion and re-

suspension. Later, details of the field observations (Gargett

and Wells 2007) were complemented by large-eddy sim-

ulations (LES) of full-depth LC by solving the grid-filtered

Craik–Leibovich equations (Tejada-Martínez and Grosch

2007; Tejada-Martínez et al. 2009), showing good agree-

ment with the recorded observations.

Recently, Kukulka et al. (2011, 2012) performed LES

simulations of the coastal ocean (16-m water column

depth), consistent with the Coupled Boundary Layers

Air–Sea Transfer (CBLAST) observations conducted

on the New England shelf. Kukulka et al. (2011) showed

the effect of crosswind tidal current on the structure of

LC and proposed mechanisms to explain the merging

and distortion of LC. Kukulka et al. (2012) studied the

energetics and nonlocal transport due to LC at middepths

in coastal zones. The previous simulations did not account

for the effect of breaking waves. Motivated by field ob-

servations ofGerbi et al. (2009), and in order to investigate

the energetics of surface boundary layer turbulence (upper

3m) due to breaking waves, Li et al. (2013) extended

the LES simulations of Kukulka et al. (2012) by including

the effects of wave breaking. Li et al. (2013) also stud-

ied the effect of LC and wave breaking on the surface

boundary layer. They concluded that wave breaking is a

dominant factor in generating surface boundary layer

turbulence while LC is responsible at middepth mixing.

Gargett and Grosch (2014) attempted to further char-

acterize LC under more complex environmental condition

by adding surface cooling. They introduced new scaling

(time scale characterizing growth of LC and surface fric-

tion velocity) to define two nondimensional numbers: the

Langmuir number La and Rayleigh number Ra contin-

uum. Then, they studied in detail the characteristics of

situations dominated by full depth LC or full depth con-

vection within the log(La)–log(Ra) plane. These studies

focused on either pure LC or pure convection; however,

the observations made at the western shoal in the Ches-

apeake Bay (14-m water depth) by Scully et al. (2015)

showed convection enhanced vertical mixing due to

dominant LC. Later, Gargett et al. (2014) listed the set of

necessary environmental conditions for the generation of

Langmuir supercell events, thus describing the conditions

governing the life of a LSC.

It has been shown that LC is a dominant mechanism in

the study of the upper–mixed layer ocean (D’Asaro 2014).

Belcher et al. (2012) pointed out that the preexisting pa-

rameterization of mixing/dissipation in global circulation

models is substantially erroneous and can be corrected by

including the effects of LC. Given its great importance,

inclusion of Langmuir turbulence in parameterization of

vertical mixing/turbulent vertical scalar fluxes has been

attempted in open-ocean scenarios (D’Alessio et al. 1998;

Kantha andClayson 2004;Harcourt 2013;McWilliams and

Sullivan 2000; Smyth et al. 2002) and in coastal settings

(Sinha et al. 2015). In this context, LC length scale sensi-

tivity to meteorological conditions can be an important

factor to define more accurate parameterization at coastal

zones. In this study we address precisely this issue.

We also aim to understand the role of a downwind

pressure gradient on shallow water LC. This is another

important aspect of LC studies, as it can play a vital role

in the horizontal transport of materials and the transfer

of momentum, heat, and mass across the air–sea interface.

Most LES studies of coastal LC have considered exclusion

of pressure gradient forcing (Tejada-Martínez and Grosch

2007; Tejada-Martínez et al. 2013; Sinha et al. 2015), as-

suming that the weak tidal velocity (,50–60cms21) does

not significantly change the characteristics of LC (Gargett

et al. 2004; Gargett and Wells 2007). Also, Gerbi et al.

(2009) concluded from their field observations that weak

tidal currents interact only near the bottomboundary layer

and do not impact the upper mixed layer, and this was

supported by LES of LC by Li et al. (2008, 2010, 2013).

Martinat et al. (2011) also attempted to understand the

interaction of turbulence generated by wind-driven flows

and pressure-driven flows with wave forcing aligned in the

normal and tangential direction. Also, Kukulka et al.

(2011) attempted to understand the effect of crosswind

tidal current on coastal LC and proposed two mechanisms

explaining the distortion of LC due to imposed crosswind

pressure gradient. In our study, we also consider a down-

wind pressure gradient force to investigate its effect on the

length scales and structure of LC.

The paper is organized as follows. In section 2, a brief

description of the governing equations and numerical

procedure is presented. Then, in section 3, we will
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highlight the validation of Langmuir turbulence both in

open-ocean settings (section 3a) and in coastal-ocean

settings (section 3b), to demonstrate the efficacy of the

numerical procedure. We report results in section 4,

wherein we outline the influence of environmental pa-

rameters on LC length scales. This is followed by com-

ments on the structural difference in open and coastal

Langmuir turbulence in section 5. Final remarks are

reported in the conclusion. Appendixes also supplement

the paper: appendix A discusses the effect of resolution

and domain size on the simulations, appendix B in-

vestigates the influence of pressure gradient force on LC

length scales, and appendix C lists supplementary sim-

ulations to support Table 1.

2. Governing equations and cases

The LES code solves the low-pass (grid) filtered,

nondimensional Craik–Leibovich equations for trans-

port of momentum ~u(x, t), as follows:

›~u

›t
1

1

2
=(~u � ~u)2 ~u3 ~v52=~p2= � t1 e

x
P

2
1

Ro
F1Ri(~u2 u

b
)e

z

1
1

La2t
(u

s
3 ~v) , (1)

where ~v5=3 ~u is vorticity; =~p is pressure correction;

t5eu0 � u02~u0 � ~u0 (prime denotes fluctuations) is the

subgrid-scale (SGS) stress tensor (Germano et al. 1991;

Mason 1994; Meneveau and Katz 2000; Bou-Zeid et al.

2005); ex and ez are unit vectors in the streamwise and

vertical directions, respectively; P5 (dP0/dx)H/r5 1 is a

pressure gradient forcing, where H is the column depth

and ut is a shear velocity associated with ambient pressure

gradient forcing; Ro is the Rossby number and F is the

Stokes-modified Coriolis force (Tejada-Martínez et al.

2009); Ri is the Richardson number; ~u is the filtered

temperature and ub is the bulk temperature obtained after

averaging over the horizontal direction x, y (Tejada-

Martínez et al. 2009); and us 3 ~v is a vortex force related to

tilting of vertical vorticity via Stokes drift. For the case

simulated here,

u
s
3 ~v5 �

ijk
u
s,j
~v
k
5 (u

s,2
~v
3
2 u

s,3
~v
2
)̂i

1 (u
s,3
~v
1
2 u

s,1
~v
3
)̂j1 (u

s,1
~v
2
2 u

s,2
~v
1
)k̂

5 0̂i2 u
s,1
~v
3
ĵ1 u

s,1
~v
2
k̂ , (2)

where the subscript comma serves only to separate no-

tation, not to indicate derivatives, and �ijk denotes the

Levi-Civita symbol. This LES code is an extension of the

Johns Hopkins University (JHU) LES code with the

additional vortex forcing. The code is well tested and

has been applied to diverse turbulent boundary layer

studies [development of SGS parameterization schemes

(Bou-Zeid et al. 2005), modeling fully developed flows

over complex topography (Anderson andMeneveau 2011;

Anderson and Chamecki 2014), and modeling flow over

vegetative canopies (Chester et al. 2007; Graham and

TABLE 1. List of numerical experiments used to assess the length scales of coastal LC. In the table, bold values indicate those simulation

parameters that are varied while others are fixed. Also, N* 5 Nx 5 Ny 5 Nz and Ly 5 (Lx, Ly, Lz).

Case Us/u* uw/u* kH P Coriolis Buoyancy Grid (N*) Domain (Ly)

OCB 15.74 1.41 9.45 0 Yes Yes 192 2, 2, 1

ONCB 15.74 1.41 9.45 0 No No 192 2, 2, 1

CUs(1),uw(1),kH(1),N(1),L(1) 4.34 1 1.2 0 No No 192 2p, 2p, 1

CUs(2) 16.95 1 1.2 0 No No 192 2p, 2p, 1

CUs(3) 2.82 1 1.2 0 No No 192 2p, 2p, 1

CUs(4) 1.41 1 1.2 0 No No 192 2p, 2p, 1

Cuw(2) 4.34 0.65 1.2 0 No No 192 2p, 2p, 1

Cuw(3) 4.34 0.5 1.2 0 No No 192 2p, 2p, 1

Cuw(4) 4.34 0.4 1.2 0 No No 192 2p, 2p, 1

CkH(2) 4.34 1 10 0 No No 192 2p, 2p, 1

CN(2) 4.34 1 1.2 0 No No 128 2p, 2p, 1

CL(2) 4.34 1 1.2 0 No No 256 8p/3, 8p/3, 1

CPUs(1),uw(1),kH(1) 15 1.41 1.2 1 No No 192 2p, 2p, 1

CPUs(2) 30 1.41 1.2 1 No No 192 2p, 2p, 1

CPUs(3) 2 1.41 1.2 1 No No 192 2p, 2p, 1

CPUs(4) 4 1.41 1.2 1 No No 192 2p, 2p, 1

CPUs(5) 7 1.41 1.2 1 No No 192 2p, 2p, 1

CPuw(2) 15 0.71 1.2 1 No No 192 2p, 2p, 1

CPuw(3) 15 1 1.2 1 No No 192 2p, 2p, 1

CPuw(4) 15 2 1.2 1 No No 192 2p, 2p, 1

CPkH(2) 15 1.41 10 1 No No 192 2p, 2p, 1
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Meneveau 2012)]. Owing to the high Reynolds number

conditions, viscous stresses are neglected. Incompressibility

is attained via computation of the divergence of Eq.

(1) and solution of the resultant pressure Poisson

equation for a pressure correction. Periodic bound-

ary conditions are applied in the horizontal di-

rections by virtue of spectral discretization in the

horizontal directions. Boundary conditions at the

top of the domain boundary are imposed with a

constant aerodynamic surface stress aligned with the x

direction (Fig. 1), which captures the imposed aero-

dynamic loading due to the aloft atmospheric surface layer

and the nonpenetration condition for vertical velocity,
~wjz/H51 5 0. Centered second-order finite differencing is

used to evaluate vertical gradients, and the second-order

Adams–Bashforth scheme has been used for time in-

tegration. The nonlinear advective term is dealiased

with the 3/2 rule (Orszag 1970).

The deviatoric component of SGS stress is parame-

terized using an eddy-viscosity model:

t2
1

3
dTr(t)522n

t
~S , (3)

where nt 5 (CsD)
2j ~Sj is the eddy viscosity; Cs is the

Smagorinsky coefficient, evaluated here using the

Lagrangian scale-dependent dynamic SGS model of

Bou-Zeid et al. (2005); D is the filter size; ~S is the

resolved strain-rate tensor; and j ~Sj5 ð2~S : ~SÞ1/2 is the
magnitude of the resolved strain-rate tensor.

For the bottom wall boundary conditions, in practice

there are two approaches to model near-wall Langmuir

turbulence: (i) resolving the near-wall turbulence

(Tejada-Martínez and Grosch 2007) or (ii) using a wall-

layer model (Piomelli and Balaras 2002). The first ap-

proach can resolve the small-scale turbulence near a

solid boundary but demands higher computational cost

with increasing Reynolds number. For this reason,

Tejada-Martínez and Grosch (2007) selected a lower

Reynolds number, while fully resolving the near-wall

turbulence. They showed that their LES results matched

up well with field observations. The second approach is

based on the logarithmic law of the wall and allows

simulation of high Reynolds number flows. Tejada-

Martínez et al. (2012) have shown that in this case, LC

disrupts the logarithmic layer near the bottom wall, and

therefore it is inappropriate to presume the existence of

logarithmic conditions. However, their study also in-

dicates that the disruption is unlikely to be significant

as Lat and L (the wavelength of the surface waves) ap-

proach 0.7 and 1.33H, respectively. In the present work,

we nonetheless adopt the logarithmic equilibrium wall

model, fully cognizant of the deviation from logarithmic

conditions beneath Langmuir turbulence. This is still

reasonable, though, since some model is required to

impose surface stress, and the logarithmic model has

been shown to exhibit great versatility in such applica-

tions (Willingham et al. 2013). In this case, the loga-

rithmic model is presented in an alternative form via

introduction of a momentum transfer function:

twiz(x, y, t)52

"
k

ln(z/z
0
)

#2
U(x, y, z, t)2̂i

u

5C
M
U(x, y, z, t)2̂i

u
, (4)

where i5 x, y, îu 5 ~ui/U is a local unit vector on velocity,

k is the von Kármán constant, z0/H 5 1023 is the local

roughness length, and U5 (~u2 1 ~y2)1/2 is the magnitude

of resolved LES velocity at height z.

Persistent orbital dynamics of wind-driven surface

waves and associated tilting of vertical vorticity are

responsible for sustenance of Langmuir circulations.

These effects can be characterized via the Langmuir

number Lat and parameterized via the one-dimensional

Stokes drift (Phillips 1966). Nondimensional Stokes drift

velocity is defined as follows:

U1
s 5

cosh[2k(z
1
1H)]

2 sinh2(kH)
; U2

s 5U3
s 5 0, (5)

where z15 0 is the average surface height,H is the water

depth, and k is the dominant wavenumber of the surface

gravity wave. Here, we only consider the dominant

wave, which is a representative monochromatic wave

from the broadband spectrum of the wave field observed

FIG. 1. Sketch of computational domain showing spatial extent in

the streamwise Lx, spanwise Ly, and column depth H directions.

The sketch includes annotations of x-aligned shear imposed by the

surface wind tw and associated with bathymetric drag in coastal

zones t*. Langmuir circulations (black and gray) and seafloor in

yellow. The sketch shows the Stokes profile, along with spacing and

depth of Langmuir cells Ls and Lh, respectively, temperature and

density profiles T(z) and r(z), respectively, and pycnocline depth

DT (shown also is the surface density r0 and acceleration due to

gravity g). Shown also is the streamwise velocity profile u(z) and

‘‘outer’’ velocity U0, where the dashed profile at the bottom in-

dicates differences in this profile between the open and coastal

ocean. In this sketch, the column and mixed layer depthDm andH

are presumed equivalent, although this need not be the case.
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in nature. More specifically, in this work [motivated

from the field observations of LSC by Gargett and Wells

(2007) and complementary LES study by Tejada-Martínez
and Grosch (2007)] the dominant wave associates with the

high-frequency surface wave peak of the spectrum of

vertical velocity [observed in Fig. 3 of Gargett andWells

(2007)]. The turbulent Langmuir number is defined as

follows (McWilliams et al. 1997):

La
t
5

�
u
w

U
s

�1/2

5

�
u
w

u*

u*
U

s

�1/2

, (6)

where uw and u* correspond to shear velocities due to

top surface wind stress and bottom wall stress, re-

spectively. Here, Stokes drift surface velocity is Us 5
swka

2 cothkH, where sw 5 (gk tanhkH)1/2 is the domi-

nant frequency, k 5 2p/l is the dominant wavenumber,

and a is the amplitude of surface gravity waves [see

Gargett and Wells (2007) for calculation of these wave

characteristics from field measurements].

Moreover, we emphasize here that our LES simula-

tions with coastal-ocean settings do not consider rota-

tional effects [Coriolis accelerations omitted from Eq.

(1)]. In the literature, most LES-based studies omit

Coriolis forcing in their model (Tejada-Martínez and

Grosch 2007; Martinat et al. 2011; Akan et al. 2013;

Kukulka et al. 2012), although Li et al. (2013) did not,

assuming that its effect is insignificant on coastal LC. It

was believed to be valid based on good agreement of

LES results with observational data. More recently,

Grosch and Gargett (2016) demonstrated through the-

oretical analysis that LC generated with rotational ef-

fects and lateral boundary (defined based on field

observations) were similar in nature to the case without

rotational effects and lateral boundary, thus validating

the use of nonrotational LES of LC.

Cases

Table 1 summarizes different configurations used to

investigate the factors influencing LC height, width, and

strength. For these cases, certain parameters are care-

fully varied while others are fixed, which reveal the

system sensitivity to these parameters. In the table, first

there are two open-ocean cases indicated as OCB and

ONCB to represent the flow with and without Coriolis

and buoyancy forcing, respectively. Then, a series of

coastal-ocean cases are listed, uniquely identified by the

given nomenclature CX(Y). Here, C denotes coastal

ocean, X denotes the forcing parameter whose magni-

tude is allowed to vary while other parameters remain

unchanged, and Y denotes numbering of that varying

forcing parameter. For example, Cuw(2) points out to a

coastal-ocean case with a second variation of the

magnitude of the wind stress forcing parameter. Here,

Us represents Stokes drift surface velocity, uw represents

surface wind stress, kH represents wavenumber, N

represents grid resolution, and L represents domain

size. Also, a series of cases with axial pressure gradient

forcing is included. It is designated as CPX(Y), where P
denotes active axial pressure gradient forcing and all other

symbols carry the same meaning as above. Also, to note in

the table are two base cases CUs(1), uw(1),kH(1),G(1),L(1) and

CPUs(1), uw(1),kH(1), which are the starting points to each

parametric study.

3. Validation

a. Open-ocean settings

For validation purposes, we want to compare our LES

results with the benchmark dataset of McWilliams et al.

(1997), as well as the dataset of Yang et al. (2015). We

repeat the simulations by matching our LES simula-

tions with their simulation setup. Constant wind stress

(0.037Nm22), corresponding to a wind speed of 5m s21

at 10-m height, is applied on the top boundary and

aligned with the wave field in the streamwise direction.

This results in an ocean surface friction velocity of uw 5
6.1 3 1023m s21. Coaligned surface waves have wave-

length L 5 60m and amplitude a 5 0.8m indicating

wavenumber k 5 0.105m21 and Stokes surface velocity

Us 5 0.068ms21. This gives a turbulent Langmuir

number of Lat 5
ffiffiffiffiffiffiffiffiffiffiffiffi
uw/Us

p
5 0.2997. The computational

domain is a ‘‘half-channel flow’’ with imposed surface

stress at the centerline, with a rectangular domain of

nondimensional horizontal size, Lx 5 Ly 5 2, and depth

H 5 1 (or, 180m 3 180m 3 90m). The computational

grid size is 192 3 192 3 192.

In this test, we also have Coriolis and buoyancy forc-

ing activated. Corresponding to a latitude of 458N, the

Coriolis frequency fc 5 2V sin(458), is calculated to be

1024 s21 (where V is the rotation rate of Earth). The

thermocline depth is defined at zi 5 233m from the

ocean surface, which is the mixing layer depth for a

constant-density profile. Below the thermocline, the

density profile is stably stratified, which hinders vertical

mixing capacity of Langmuir turbulence and attenuates

vertical fluctuations associated with LC. For simplicity,

in our LES simulations, the buoyancy force is imposed

with a nonupdating density profile—the density profile

corresponds to a flow field that is well mixed above

z/zi 5 21 and stably stratified below, agreeing with the

description in McWilliams et al. (1997)—thereby elimi-

nating the need to model active scalar transport. This

approach is implemented for simplicity, at the expense

of higher accuracy, unlike the LES simulations by

McWilliams et al. (1997). However, we consider this
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approach to reproduce similar characteristics of open-

ocean Langmuir turbulence with minimal discrepancies.

Figures 2–4 compare the first- and second-order tur-

bulence quantities with the dataset of McWilliams et al.

(1997) and Yang et al. (2015). Following the addition of

the vortex force with Coriolis force and buoyancy force,

the system responds by producing Langmuir cells. This

induces inertial oscillations that have been eliminated

(from the statistics) by time averaging over 7.1T1, where

T1 is the nondimensional inertial time period. It has been

shown by Zikanov et al. (2003) that at least averaging over

5T1 is necessary to attain stationary flow statistics.Also, the

condition, given by
Ð h~uiT dz1

Ð
(U1

s /La
2
t ) dz5 0 (Tejada-

Martínez et al. 2009), is satisfied with the two terms within

2.9% of each other in magnitude. Figure 2a shows a time

and horizontally averaged vertical profile of mean

streamwise velocity. As explained by McWilliams et al.

(1997), the maximum difference between Langmuir

turbulence and shear turbulence is seen in the vertical

profile of mean streamwise velocity. It is quite uniformly

distributed with depth, representing the homogeniza-

tion process associated with Langmuir turbulence and

thus elevated vertical mixing and transport. Also the

negative values of hUi explain that Langmuir turbulence

depletes momentum from the streamwise direction in

order to sustain spanwise and vertical momentum.

Similar characteristics of hUi in the coastal-ocean case

have been reported in section 3b, differing only at the

bottom where shear associated with the bottom-boundary

layer dominates. In Fig. 2a, our LES results show similar

characteristics of the flow as explained above. Figure 2b

shows the vertical profile of mean spanwise velocity.

Above the thermocline depth, hVi deviates significantly

from zero as a result of the Coriolis effect, which is not the

case otherwise. This flow component also explains the

existence of spanwise convergence and divergence mo-

tions, due to counterrotating vortex pairs.

Figure 3 shows the vertical profiles of mean vertical

momentum fluxes, which is more relevant to vertical

transport capacity in the open-ocean settings. It is

clearly evident in Fig. 3a that h~u0 ~w0i has near zero

magnitude and h~y0 ~w0i has very small magnitude below

the thermocline depth (note that the Reynolds stresses

are assembled via addition of the turbulent stresses de-

veloped by the resolved and subgrid-scale flow). This

means that below the thermocline, there is no contri-

bution of these momentum fluxes to the momentum

balance. Anisotropy of the Langmuir turbulence can

easily be understood from the Reynolds normal stress

profiles in Fig. 4. As a result of enhanced upwelling and

downwelling motion above the thermocline depth, h ~w0 ~w0i
increases but h~u0~u0i decreases. This happens because

FIG. 2. Time- and horizontally averaged vertical profiles normalized by the aerodynamic

surface stress uw: mean (a) streamwise and (b) spanwise velocity. Black squares indicate the

dataset of McWilliams et al. (1997), blue triangles indicate the dataset of Yang et al. (2015),

and red circles are our LES results.
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kinetic energy production switches from the streamwise

component of shear production into the vertical com-

ponent of CL vortex production. The largemagnitude of

h~y0~y0i explains the convergence and divergence zones of

counterrotating Langmuir cells. The hierarchy of mag-

nitude of Reynolds normal stress components can be

listed as h~y0~y0i . h~u0~u0i . h ~w0 ~w0i. Our LES results agree

well with the datasets of McWilliams et al. (1997) and

Yang et al. (2015).

b. Coastal-ocean settings

Proceeding with the coastal-ocean cases, we ran LES

simulations replicating the field observations at the shallow

(H5 15-mwater depth) shelf coastal region ofNew Jersey

(record 43.025) (Gargett et al. 2004; Gargett and Wells

2007). The recorded intermediate waves had frequency

sw 5 0.82 rad s21; wavenumber k 5 0.08 radm21 corre-

sponding to wavelength L 5 79m (L/H ; 5) and ampli-

tude a5 0.7m. Calculations show that Stokes drift surface

velocity Us 5 swka
2 coth(kH) 5 0.038m s21 and top

surface wind stress tw 5 0.079Nm22 correspond to

surface friction velocity uw 5 0.00889m s21. This re-

sults in a turbulent Langmuir number [Eq. (6)] of Lat5
0.48 and nondimensional wavenumber kH 5 1.2. The

computational domain was a half-channel flow, with a

rectangular domain of spatial extent of Lx 5 Ly 5 2P

and depth H 5 1 (or Lx 5 94.25m, Ly 5 94.25m,

H 5 15m) and the computational grid size 192 3 192 3
192. The wind and wave forcing is aligned in the

streamwise direction (Fig. 1). For this validation case

corresponding to field observation record 43.025, we do

not impose a downwind pressure gradient force. The

effect of the imposed pressure gradient force on length

scales of LCwill be detailed in appendix B. Coriolis and

buoyancy forcing has been deactivated, following pre-

ceding studies by Tejada-Martínez and Grosch (2007)

and Kukulka et al. (2012). The usage of nonrotational

LES of LC has also been validated very recently by

Grosch and Gargett (2016) through theoretical analy-

sis. In this LES, under statistical equilibrium the top

surface wind shear stress is equal to the bottom

wall shear stress (Tejada-Martínez and Grosch 2007).

Therefore,

l5
u
w

u*
5

 
t
w
r21
w

t*r
21

*

!1/2

5 1, or (7)

C5

�
t
w

t*

�
5 1, (8)

where uw is surface friction velocity, u* is bottom fric-

tion velocity, tw is top-surface wind stress, and t* is

FIG. 3. Time- and horizontally averaged vertical profiles of momentum fluxes, normalized

by u2
w: (a) streamwise-vertical and (b) spanwise-vertical Reynolds shear stresses. Black

squares indicate the dataset of McWilliams et al. (1997), blue triangles indicate the dataset of

Yang et al. (2015), and red circles are our LES results.
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bottom-boundary layer surface stress (Martinat et al.

2011; Gargett and Grosch 2014).

Figure 5 shows contours of instantaneous streamwise,

spanwise, and vertical velocity in the spanwise–vertical

(y–z) plane at streamwise location x 5 Lx/3. The panel

also includes streamwise-averaged streamwise vorticity.

This is the dynamically relevant plane since it qualita-

tively illustrates the presence of the counterrotating

Langmuir cells. The contours highlight how the mo-

mentum field varies due to the vortex forcing and im-

posed wind stress. Figure 5a shows the instantaneous

streamwise velocity (retrieved from the LES velocity

field). The contour shows the presence of roll cells with

alternating momentum (from regions of momentum

excess to deficit). This is more clearly shown via the

contours of spanwise and vertical velocity in Figs. 5b and

5c, respectively, which show the alternating patterns of

upwelling and downwelling that are the signature of

Langmuir turbulence. Also, Fig. 5c is consistent with

field observations by Gargett et al. (2004) and Gargett

andWells (2007) that downwelling regions are narrower

than upwelling regions. Finally, the contour of stream-

wise vorticity (Fig. 5d) comprehensively shows how LC

occupies the column. We emphasize, once more, that

these cells would vanish in the absence of vortex forcing,

in which case the flow would tend toward a canonical

turbulent channel flow.

Figure 6a shows hUi(z), a vertical profile of stream-

wise velocity. Brackets h i represents time and horizontal

averages of the quantity. The profile exhibits a zero

slope at middepth and negative slope in the upper part

of the water column, indicating the effect of the imposed

wind stress twU . The imposed vortex forcing fL in-

duces Langmuir cells that extract momentum from the

streamwise direction. Therefore, hUi is almost z in-

variant at the middepth of the water column. Figures 6b

and 6c show vertical profiles of the Reynolds (turbulent)

normal and shear stresses. Here, the profiles demon-

strate how mixing varies over the water column, owing

to the combined effects of the vortex force and imposed

wind stress. The profile for normal streamwise stress

h~u0~u0i is primarily attributed to the bottom wall stress

and surface wind stress, and as such the elevated stresses

in the bottom boundary layer and upper mixed layer are

apparent. The spanwise and vertical normal stresses are,

on the other hand, amanifestation of the imposed vortex

forcing and Langmuir turbulence. The spanwise normal

stresses are almost equivalent to the normal streamwise

stresses in the upper mixed layer (due to shear associ-

ated with the counterrotating Langmuir cells), and the

vertical normal stresses—which would otherwise be a

small fraction of the other components of normal

stresses in the absence of vortex forcing—actually are

equivalent to the streamwise and spanwise normal

stresses in the midregion. This distribution is a conse-

quence of the vortex forcing-induced Langmuir turbu-

lence and highlights the much greater vertical transport

potential. The above elaboration of the characteristics

FIG. 4. Time- and horizontally averaged vertical profiles of velocity variances, normalized by u2
w: (a) streamwise,

(b) spanwise, and (c) vertical Reynolds normal stresses. Black squares indicate the dataset of McWilliams et al.

(1997), blue triangles indicate the dataset of Yang et al. (2015), and red circles are our LES results.
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of coastal Langmuir turbulence very well match the

findings of antecedent studies (cf. Tejada-Martínez and
Grosch 2007; Kukulka et al. 2012; Tejada-Martínez
et al. 2013; Akan et al. 2013; Sinha et al. 2015; Walker

et al. 2016).

4. Parameters controlling scales of LC

The majority of previous research on Langmuir

turbulence has focused on deep water scenarios

(McWilliams et al. 1997; Yang et al. 2015). The deep

water case describes open-ocean Langmuir turbulence,

absent any effects associated with bottom boundary

layer shear (Smith et al. 2005). However, when the ba-

thymetry changes across the shelf slope into the coastal

zones (i.e., shallow water conditions), there is additional

shear associated with the bottom-boundary layer that

alters the spatial distribution of turbulent stresses and, in

doing so, alters the kinematic properties of LC (Gargett

et al. 2004; Gargett and Wells 2007; Tejada-Martínez
and Grosch 2007; Tejada-Martínez et al. 2012; Shrestha
et al. 2017b). In coastal regions, the height of Langmuir

cells is capped by the column depth, and LCs are forced

not only by aerodynamic loading in the upper mixed

layer but also by the bottom-boundary layer and any

ambient pressure gradient. These full-depth Langmuir

cells are referred to as Langmuir supercells (Gargett

et al. 2004).

Given the pivotal role of Langmuir turbulence in

coastal mixing and vertical transport of mass, momen-

tum, and temperature, it is critical to fully understand

the cause-and-effect dynamics between forcing condi-

tions and the spatial extent and intensity of Langmuir

cells. However, these important LC scales are not well

understood (Thorpe 2000). In the literature, efforts to

understand these scales of LCweremostly based on field

FIG. 5. Instantaneous velocity contours at Lx/3 plane of the flow referring to case

CUs(1),uw(1),kH(1),N(1),L(1) (a) instantaneous streamwise velocity ~u, (b) instantaneous spanwise

velocity ~y, (c) instantaneous vertical velocity ~w, and (d) streamwise vorticity averaged along

streamwise direction ~vx. Note that the vorticity is calculated using the gradients of in-

stantaneous velocity and not the gradients of mean velocity. Here z/H5 0 denotes the bottom

of the water column, and z/H5 1 denotes the water surface. Horizontal axis denotes crosswind

direction.
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observations. Here, we present a numerical study in-

vestigating the factors affecting these LC scales. The

advantage of a numerical study is that individual pa-

rameters can be systematically varied while others are

held constant, thereby isolating the influence of each

individual parameters.

a. Langmuir cell width

Cell width is the horizontal size of a Langmuir cell,

which is about half the spacing between two adjacent

windrows (see Fig. 1). Researchers have attempted to

quantify this length with a nondimensional parameter

(Ls/H), which is the ratio of streak spacing (horizontal

size of LC) to water depth. Typically in open-ocean

scenarios, Ls/H ; 3–4 (Smith et al. 1987; Weller and

Price 1988). In coastal regions, different values of Ls/H

have been reported: (i);4–5 (Van Straaten 1950), (ii);10

(Hunter and Hill 1980; Marmorino et al. 2005), (iii) ;3–6

(Gargett and Wells 2007), and (iv) ;4 (Tejada-Martínez
and Grosch 2007; Tejada-Martínez et al. 2012). Unlike

the open-ocean case where mixing layer depth Dm

confines the LC spacing (Smith 1992; Kukulka et al.

2009), coastal LC is capped by the water column depth

and thus increases problem complexity. Following the

discovery of LSC at the New Jersey coast, there were

many open questions on coastal LC that needed to be

addressed. Gargett and Wells (2007) posed one open

question: What controls Ls/H?

In the literature, some of the field observations

have found that this parameter is a function of the

atmospheric wind speed (Katz et al. 1965; Zedel and

Farmer 1991; Graham and Hall 1997), based on a com-

paratively small dataset, although there are counter-

statements that it is independent of wind speed (Scott

et al. 1969). Also, Faller and Caponi (1978) attempted to

establish an empirical relation between cell spacing and

wavelength of surface waves. Thus, in order to address

questions on horizontal extent of ‘‘quasi steady’’ LC, we

have performed a set of controlled numerical experi-

ments summarized in Table 1.

Figure 7 shows the dependence of cell spacing on

Stokes drift surface velocity and wind stress. Figure 7b

shows case CUs(1),uw(1), kH(1),N(1),L(1), which is the same

flow described in detail in section 3b. The flow ac-

commodates two pairs of counterrotating LSC, with

Ls/H ; 3 agreeing with the field observations by

Gargett and Wells (2007). For flow visualizations,

we have used theQ criterion vortex identifier, which is

derived from the velocity gradient tensor, D5=~u

(Hunt et al. 1988; Jeong and Hussain 1995; Christensen

and Adrian 2001; Haller 2005). The D can be decom-

posed into its symmetric and antisymmetric compo-

nents, D 5 S 1 O, where S5 (1/2)(=~u1=~uT) and

O5 (1/2)(=~u2=~uT), allowing computation of the Q

criterion with

Q5
1

2
(jOj2 2 jSj2). 0: (9)

In addition, the spatial isocontours of Q are given the

sign of streamwise vorticity; that is,Q/Q~vx/j~vj, which

FIG. 6. Time- and horizontally averaged vertical profiles (averaged every two grid points) of the flow referring to

case CUs(1),uw(1),kH(1),N(1),L(1) (a) mean velocity, (b) resolved Reynolds normal stresses, and (c) resolved Reynolds

shear stresses.
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provides further illumination on the vortical nature of

the Langmuir cells.

When only the magnitude of Stokes drift surface ve-

locity was increased from Us/u* 5 4.34 [Fig. 7b; case

CUs(1), uw(1), kH(1),N(1),L(1)] to Us/u*5 16.95 [Fig. 7a; case

CUs(2)] while keeping all the other parameters fixed (here

Lat changes from 0.48 to 0.24 while kH5 1.2 orL/H; 5 is

fixed), the population of LC increased in the same domain

space, resulting in a decreased cell spacing. Note that Lat
ranges from 0.2 to 0.8 in the coastal ocean, unlike the open

ocean where Lat concentrated around 0.3 (Belcher et al.

2012). The ratioLs/Hwas found to be in the range 1.5–2.5.

This establishes that cell spacing is dependent on the

magnitude of Stokes drift surface velocity for fixed kH.

In another numerical experiment, only surface wind

stress was decreased from uw/u* 5 1 [Fig. 7b; case

CUs(1), uw(1), kH(1),N(1),L(1)] to uw/u* 5 0.65 [Fig. 7c; case

Cuw(2)], keeping all the other parameters fixed (here Lat
changes from 0.48 to 0.38). It resulted in the reduction of

horizontal cell width and the ratio Ls/H ; 2–2.5 was

attained. This shows that imposed surface wind stress is

also a parameter controlling LC, conforming with the

field observations by Katz et al. (1965), Zedel and

Farmer (1991), and Graham and Hall (1997).

Here, we want to emphasize that Stokes drift surface

velocityUs/u* and surface wind stress uw/u* individually

affect LC spacing. The volume of fluid significantly af-

fected by wind stress is concentrated near the surface,

while the Stokes drift velocity is (can be) distributed

over the entire water column. Therefore, Stokes drift

surface velocity requires a comparatively greater change

in magnitude to enhance vertical gradients in the flow.

FIG. 7. Three-dimensional isosurfaces for the Q criterion signed by streamwise vorticity. Blue color represents negative streamwise

vorticity while red color represents positive streamwise vorticity. Case (a) CUs(2), (b) CUs(1),uw(1),kH(1),N(1),L(1), and (c) Cuw(2). The figure

depicts the influence of Stokes drift surface velocity magnitude and surface wind stress on Langmuir cell width. Subplot on the left shows

the Stokes drift velocity profile.
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Stokes drift surface velocity magnitude is a representa-

tive parameter to the Stokes drift vertical shear, which

globally impacts LC structure. Stokes drift vertical shear

triggers disturbances to initiate structural modifications

and consequently decreases cell spacing. Our study

shows that the conditions required for significant struc-

tural modifications are the following: (i) uw/u*, 1 or (ii)

Us/u*. 16. In addition to simulation cases in Table 1,

supplementary simulations listed in Table C1 (in ap-

pendix C) have been used to reach this conclusion. In the

context of a turbulent Langmuir number, Lat & 0.38 is a

necessary, but not sufficient, condition to observe de-

creasing cell spacing. Similar attempts to study the effect

of Lat on Langmuir turbulence were performed by

Tejada-Martínez and Grosch (2007) and Kukulka et al.

(2011). Tejada-Martínez and Grosch (2007) varied Lat
from 0.7 to 0.4, while Kukulka et al. (2011) considered

two cases with Lat5 0.78 and Lat5 0.52, but they did not

observe significant decrease in cell spacing because all

the values of Lat were still greater than 0.38.

While Stokes drift surface velocity and surface wind

stress both play significant role in changing Langmuir

cell spacing, our study shows that wavenumber also in-

fluences the increment in cell spacing as seen in Fig. 8,

agreeing with the experiments of Faller and Caponi

(1978). Here wemake a point only on the horizontal size

of LC due to wavenumber (vertical size will be ad-

dressed separately in section 4b). In this numerical

experiment, only wavenumber was increased from kH5
1.2 [Fig. 8a; case CUs(1), uw(1), kH(1),N(1),L(1)] to kH 5 10

[Fig. 8b; case CkH(2)], keeping all the other parameters

fixed (here Lat does not change). It was observed that

spacing between the windrows increased andLs/H; 6.3

was obtained (consideringH to be the depth of the water

column). Our study shows that one of the conditions

necessary to observe increasing cell spacing is kH ; 10.

Tejada-Martínez and Grosch (2007) and Tejada-

Martínez et al. (2012) also performed a similar study by

changingL from 6H to 4H/3, corresponding with kH5 1

and 4.7, respectively. Since kH was less than the estab-

lished necessary condition, kH ; 10, they did not ob-

serve changes in cell spacing.

b. LC height

In general, the forcing that sustains Langmuir circu-

lations is predicated upon Stokes drift via fL 5us 3 ~v,

and thus it can be anticipated that the Langmuir cells

penetrate until the Stokes depth ds. Stokes depth is de-

fined as the depth over which Stokes drift profile has

nonzero magnitude. However, in the early years, it was

believed otherwise; that is, that the Stokes depth did not

significantly influence the turbulence dynamics in the

ocean surface boundary layer (OSBL). In support of this

idea, Li and Garrett (1997) and Grant and Belcher

(2009) argued that turbulent kinetic energy (TKE) pro-

duction due to vortex forcing (vortex forcing generates

FIG. 8. Three-dimensional isosurfaces for the Q criterion signed by streamwise vorticity. Blue color represents negative streamwise

vorticity while red color represents positive streamwise vorticity. Case (a) CUs(1),uw(1),kH(1),N(1),L(1) and (b) CkH(2). The figure depicts the

influence of wavenumber on LC height and also LC width. Subplot on the left shows respective Stokes drift velocity profile.

MAY 2018 SHRE STHA ET AL . 1101

Brought to you by University of Washington Libraries | Unauthenticated | Downloaded 08/14/21 01:02 AM UTC



Stokes drift shear limited to shallow near surface regions)

was independent of the OSBL depth h*, and therefore

kh* (k is wavenumber associated with Stokes decay

length) was not considered a suitable scale to represent

OSBL turbulence dynamics. This idea was further sup-

ported by Polton and Belcher (2007), who provided

qualitative evidence that the downwelling jets penetrate

beyond the Stokes depth, to the Ekman depth in the

context of unstratified open-ocean scenarios withCoriolis

accelerations.

These assumptions were countered by the studies of

Li et al. (2005), who claimed that the vertical length

scale of vertical velocity variance was controlled by ds,

showing how mixed layer averaged vertical velocity

variance decreased by 25% when ds was halved.

Harcourt and D’Asaro (2008) further extended the

analysis in pure wind seas to prove that mixed layer

averaged vertical velocity variance is not only a function

of ds, but also Lat. Similar results—that is, ds is re-

sponsible in setting h* or vertical length scales of LC

scale with (kh*)
21 in the open-ocean settings—were

presented by Kukulka and Sullivan (2013), Kukulka and

Brunner (2015), and Kukulka and Harcourt (2017).

Does similar scaling hold in the coastal-ocean settings,

where bottom boundary shear alters the kinematic

properties of LC? Moreover, the coastal LC problem is

further simplified by usage of nonrotational LES vali-

dated through theoretical analysis by Grosch and

Gargett (2016). Therefore, in this regard, does wave

forcing absent Coriolis effects have any influence on the

vertical length scale of coastal LC? In the past, Tejada-

Martínez et al. (2012), Sinha et al. (2015), Akan et al.

(2013), and Tejada-Martínez et al. (2013) have tried to

understand the effect of wave forcing on coastal LC by

limited variation of the wavelength of surface waves L
from 6H to 1.3H with Lat 5 0.7 (or kH 5 1 and 4.7,

respectively). They remarked that a decrease in L leads

to less coherent full-depth LC, which is characterized

by a decline in averaged velocity fluctuationmagnitudes.

They reported that decreasing wavelength from 6H to

1.3H increased the Stokes drift shear near the surface

and intensified small-scale vortices. However, they did

not report anything on the vertical scale of LC or the

near-surface small-scale eddies.

As a step up to the previous visualization techniques

(vertical and crosswind velocity fluctuations, Lumley

invariants of the Reynolds stress anisotropy tensor)

used by Tejada-Martínez and Grosch (2007), Tejada-

Martínez et al. (2012), Sinha et al. (2015), Akan et al.

(2013), and Tejada-Martínez et al. (2013), we have used
three-dimensional isosurfaces for Q criterion, signed

by streamwise vorticity. This is a convenient means to

assess Langmuir turbulence structures and is explained

with Fig. 8. For a flow with low wavenumber (kH5 1.2)

where the Stokes forcing has nonzero magnitude until

the bottom of water column, there exists full-depth

LC, as seen in Fig. 8a. When the wavenumber of the

surface waves is increased to 10 (Fig. 8b), increases in

near-surface Stokes shear leads to intensification of

small-scale eddies and the upwelling limb is wide and

less coherent. This is exactly a three-dimensional in-

terpretation of the observations reported by Tejada-

Martínez et al. (2012), Sinha et al. (2015), Akan et al.

(2013), and Tejada-Martínez et al. (2013). Further, we
point out that the vertical length scale of these small-

scale vorticesLssv
h are controlled by the Stokes depth ds.

In Fig. 8b, ds 5 0.35H and Lssv
h ranges between 0.25H

and 0.35H. Therefore, one can conclude that Lssv
h ; ds.

However, the downwelling limb plunges to the bottom

and can be attributed to the presence of bottom-

boundary layer shear. Unlike the open-ocean case,

where Ekman depth controls the penetration depth of

downwelling jets, the downwelling limb of coastal LC

penetrates to the bottom of the water column for any

wavenumber of coastal surface waves (Ld
h 5H).

Further, the structure of Langmuir turbulence for

flows with high and low wavenumber are analyzed with

resolved Reynolds normal stress profiles as shown in

Fig. 9. The results compare very well with Tejada-

Martínez et al. (2013), depicting similar effects of

wavenumber in the lower portions of the water column.

For the low-wavenumber flow represented by case

CUs(1), uw(1), kH(1),N(1),L(1), the magnitudes of streamwise,

spanwise, and vertical components of Reynolds normal

stress are comparable in themiddle of the water column,

owing to the presence of LC. In flows without LC, the

magnitude of Reynolds vertical normal stress at middepth

would otherwise be a fraction of Reynolds-averaged

streamwise–normal stress. For high wavenumber flow

represented by case CkH(2), h~u0~u0i . h ~w0 ~w0i at the lower

portions of the water column, h~u0~u0i’ h ~w0 ~w0i, and h~y0~y0i is
elevated near the surface. This explains the increase in

near-surface Stokes drift shear that intensifies the small-

scale LC vortices.

We now demonstrate this flow—high-wavenumber

flow where the downwelling limb plunges until the

bottom and near-surface small-scale vortices are con-

trolled by the Stokes depth—as Prandtl’s secondary flow

of the second kind (see Bradshaw 1987). Prandtl’s sec-

ondary flow of the second kind is sustained by spatial

gradients of Reynolds stress components, which causes

nonequilibrium in the production and dissipation of

TKE and enables mean secondary flow. To prove this,

we look into the contours of Reynolds shear stresses and

TKE in Fig. 10. Figure 10a clearly depicts the spatial

heterogeneity in the distribution of streamwise-vertical
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Reynolds shear stress, which otherwise is not present

in a canonical turbulent channel flow. Here, it is easy to

understand the highest values of h~u0 ~w0i (high drag)

present at the base of the downwelling limb, which is due

to the downwelling limb impinging upon the bottom.

Also at the location of the upwelling limb, there exists a

high value of h~u0 ~w0i due to the presence of positive

vertical velocity fluctuations and negative streamwise

velocity fluctuations due to the streamwise velocity

deficit (Tejada-Martínez and Grosch 2007; see also dis-

cussions in section 3b). Figure 10b illustrates the

spanwise-vertical Reynolds shear stress distribution,

which is comparatively lower in magnitude than the

other Reynolds shear stress components. This compo-

nent is primarily responsible for sustaining the second-

ary flows, and as such large spatial gradients especially at

the location of the downwelling limb are clearly seen in

the figure. Figure 10c shows the spatial variation of

streamwise–spanwise Reynolds shear stress, which is

responsible for sustaining secondary flows by laterally

exchanging momentum. Finally, Fig. 10d depicts spatial

heterogeneity of TKE. High TKE where turbulence

production exceeds dissipation is present at the base of

the downwelling limb, and low TKE exists just above

(middle portion of the downwelling limb). So, this im-

balance in production and dissipation of TKE allows

turbulence rich fluid to move from the high-TKE region

to low-TKE region (Hinze 1967), sustaining the turbu-

lent secondary flow (Anderson et al. 2015).

c. Strength of LC

In the past, the strength of coastal LCs have been

quantified in various ways. Gargett et al. (2004) and

Gargett and Wells (2007) quantified the strength of

downwelling and upwelling limbs through vertical ve-

locity. Later, Tejada-Martínez and Grosch (2007),

Tejada-Martínez et al. (2012, 2013), Sinha et al. (2015),

Akan et al. (2013), and Walker et al. (2016) adopted

fluctuations of crosswind and vertical velocities for

quantification. Furthermore, Tejada-Martínez and

Grosch (2007), Tejada-Martínez et al. (2013), and Sinha

et al. (2015) have performed comparisons of resolved

Reynolds stress profiles to measure strength of flows

with different Lat and L. Sinha et al. (2015) defined

h ~w0 ~w0i1/2CC 5 hh ~w0it,xh ~w0it,xi1/2 (the contribution of co-

herent cells to the RMS of vertical velocity) as a better

method for quantifying strength. Even in other

sections of this paper, we have used Reynolds normal

stress components, instantaneous velocity contours, and

streamwise vorticity to describe the strength of LC. In this

section, we introduce compensated circulation, which is

directly linked to the magnitude of streamwise-elongated

counterrotating vortical LC and thus is another effective

measure to quantify strength (Yang andAnderson 2018).

FIG. 9. Time- and horizontally averaged vertical profiles of Reynolds normal stresses (aver-

aged every two grid points). Case (a) CUs(1),uw(1),kH(1),N(1),L(1) and (b) CkH(2).
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Compensated circulation per unit area G*, which is based

on the absolute value of streamwise vorticity (since the

counterrotating vortices would otherwise indicate that

circulation is zero), is defined as follows:

G*5
1

A

ð
A

jh~v
x
i
xt
(y, z)j dA , (10)

whereA is the area of the spanwise–vertical (y–z) plane.

Figure 11 depicts the quantification of LC intensity

through G*, given by Eq. (10) for both the wind-driven

flow with wave forcing and colinear wind- and pressure-

gradient-driven flow with wave forcing. In Fig. 11b (G*
vs Us/u*), values of G* vary minimally with Us/u* and

thus explain their loose dependence for both types of

flows. On the contrary, G* versus uw/u* (Fig. 11a)

exhibits a linear dependence (i.e., G* ; uw/u*) for both

types of flows. This conclusion agrees well with the field

observations made by Filatov et al. (1981), Harris and

Lott (1973), Sutcliffe et al. (1963), and Weller and Price

(1988), although their results were based on a fit to

scattered data. The field observations made by Gargett

and Wells (2007) attained values in rough agreement

with the formula w0
d 5 0.008U10, predicted by Li and

Garrett (1997), where w0
d is the downward vertical

velocity and U10 is the wind speed measured at 10-m

height. Mechanistically, surface wind stress (spanwise

variations of wind results in variable shear force) is the

source of vortical structures perpendicular to the ocean

surface. These vortices get tilted into the streamwise

direction via Stokes drift. Therefore, it is unsurprising

that the strength of LC is dependent upon surface wind

stress.

5. Kinematic differences of Langmuir cells in open
and coastal zones

One of the interesting findings from this study is

the difference in coastal- and open-ocean Langmuir

structures. In Fig. 12, the vertical extent of Langmuir cells

in open-ocean settings is dictated by the Stokes/Ekman

depth (Figs. 12b,c). However, in coastal zones, Stokes

depth only sets the vertical scale of near-surface small-

scale vortices, whereas the downwelling limb extends until

the bottom for any surfacewave forcing (Fig. 12a). This has

practical implications and broadens our understanding of

vertical transport and mixing processes of materials in

coastal- and open-ocean settings.

Note the flow structures of Langmuir turbulence in

the open-ocean settings (Figs. 12b,c). Here, the streaks

FIG. 10. Reynolds shear stresses and turbulent kinetic energy contours of the flow referring to

case CkH(2). (a) Streamwise–vertical Reynolds shear stress, (b) spanwise–vertical component,

(c) streamwise–spanwise component, and (d) turbulent kinetic energy.
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are aligned parallel with one another with finite lateral

spacing but are quite irregular. Y junctions—as re-

ported by Li and Garrett (1993)—can also be seen.

Distinct differences can be observed in the orientation

of Langmuir structures. The disorganization in Fig. 12b

is a consequence of Coriolis forcing, wherein the

Langmuir structures are aligned in the southeast

direction (McWilliams et al. 1997) and are less co-

herent than the case without Coriolis and buoyancy

forcing (Fig. 12c).

Figure 13 compares the Reynolds stress components

for coastal- and open-ocean settings [simulation pa-

rameters corresponding to Figs. 12a and 12c or cases 2

and 8 (Table 1), respectively, so that they are subjected

FIG. 11. Compensated circulation as a function of (a) surface wind stress (G* vs uw/u*) and (b) Stokes drift surface

velocity (G*vsUs/u*). In each study, both types of flows (i) with pressure gradient forcing (red) and (ii) with no pressure

gradient forcing (blue) are considered. Fixed parameters for G* vs uw/u* with no pressure gradient force: Us/u* 5 4.34

and kH 5 1.2; for G* vs uw/u* with pressure gradient force:Us/u* 5 15 and kH5 1.2; for G* vsUs/u* with no pressure

gradient force: uw/u*5 1 and kH5 1.2; for G* vsUs/u* with pressure gradient force: uw/u*5 1.414 and kH 5 1.2. From

the figure, one may conclude that compensated circulation scales linearly with surface wind stress (G* ; uw/u*).

FIG. 12. Comparison of Langmuir structures in open- and coastal-ocean settings with comparable high wavenumber kH; 10. Three-

dimensional isosurfaces for the Q criterion signed by streamwise vorticity. Blue color represents negative streamwise vorticity

while red color represents positive streamwise vorticity. (a) Coastal zone case, (b) open-ocean case with Coriolis and buoyancy forcing,

and (c) open-ocean case with Coriolis and buoyancy forcing nullified. Subplot on the left shows the respective Stokes drift velocity

profile.
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to similar environmental conditions and a specifically

similar Stokes drift profile]. In the figure, respective

shear velocity ur is introduced to have an appropriate

scaling of Reynolds stresses for both cases. The ur is

surface wind friction velocity for the open-ocean case,

but bottom wall friction velocity for the coastal-ocean

case. The figure tries to explore how under similar

vortex forcing (similar Stokes drift profile), the

Reynolds stress quantities vary along depth for coastal-

and open-ocean LC and impact the vertical transport

capacity. Comparisons of vertical Reynolds normal

stress (Fig. 13a) and streamwise-vertical Reynolds shear

stress (Fig. 13b) clearly indicate that the coastal Lang-

muir cells can exhibit scales far exceeding what would

otherwise occur in the open ocean, owing to the role of

bottom-boundary shear.

6. Conclusions

Comparatively few studies have focused on the

coastal Langmuir turbulence, relative to the open

ocean. Additionally, the effect of environmental forcing

variables on the length scales of LC remains an open

question (Gargett and Wells 2007). Here, we consider

numerical investigation of LC characteristics in coastal

zones by trying to understand the dependency of hori-

zontal and vertical length scales and their structural

variations. We explored how prevailing environmental

forcing conditions—wind stress, Stokes drift surface

velocity, and wavenumber—affect length scales. This

was accomplished through a major parametric study,

with cases summarized in Table 1. Major findings can be

summarized as follows:

1) Our LES results show that decreases in LC spacing

are influenced by increasing Stokes drift surface

velocity or decreasing surface wind stress, while

wavenumber also plays a role in increasing cell

spacing. Our LES simulations show that when only

the magnitude of Stokes drift surface velocity was

increased from Us/u* 5 4.34 to 16.95, while keeping

all the other parameters fixed, the population of LC

increased, resulting in a decreased cell spacing. The

ratio Ls/H was found to be 1.5–2.5. Again, when only

FIG. 13. Time- and horizontally averaged vertical profiles of Reynolds stresses (averaged

every two grid points). The vertical axis indicates thermocline depth for the open-ocean case

but water-column depth for the coastal-ocean case, and z 5 0 is the water surface. Reynolds

stress quantities in the horizontal axis are normalized by respective shear velocity ur, which is

introduced to have an appropriate scaling for both cases. The ur is surface wind friction ve-

locity for the open-ocean case, but bottom wall friction velocity for the coastal-ocean case.

(a) Reynolds vertical normal stresses and (b) Reynolds streamwise-vertical shear stresses.

Red squares indicate open-ocean settings (Lat 5 0.3; L/H 5 0.66), and black circles indicate

coastal-ocean settings (Lat 5 0.48; L/H 5 0.63).
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surface wind stress was decreased from uw/u* 5 1 to

0.65, while keeping all the other parameters fixed, it

resulted in the reduction of horizontal cell width. The

ratio Ls/H ; 2–2.5 was obtained. Also, when only

wavenumber was increased from kH 5 1.2 to 10,

while keeping all other parameters fixed, it was

observed that spacing between the windrows in-

creased and the ratio Ls/H ; 6.3 was observed.

2) Wavenumber also controls the vertical length scales

of LC. For a flow with low wavenumber (kH5 1.2),

where the Stokes forcing has nonzero magnitude

until the bottom of the water column, there exists

full-depth LCs. When the wavenumber of the

surface waves is increased to 10, increase in near-

surface Stokes shear leads to intensification of

small-scale eddies. The depth scale of these small-

scale vortices is controlled by the Stokes depth ds.

However, the downwelling limb of coastal LC

extends over the depth of the column for any

wavenumber; this is attributed to the presence of

bottom-boundary layer shear. Therefore, Ld
h 5H

and Lssv
h ; ds. We attribute this phenomenon to

realization of Prandtl’s secondary flow of the

second kind.

3) Spanwise variations of wind creates variable sur-

face wind stress, which generates vertical vorticity.

These structures are tilted and turned by Stokes

drift, aligning them in the direction of the wind.

Since wind stress is the main source for the

formation of LC, our LES results show linear

dependence of LC intensity upon wind stress

(quantified with compensated circulation). This

agrees with field measurement data provided in

preceding studies. It is shown that such characteris-

tics are valid for both wind-driven flows with wave

forcing and colinear wind- and pressure-gradient-

driven flows with wave forcing.
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APPENDIX A

Effect of Domain Size and Grid Size

To verify that our LES results are independent of

domain size, we performed simulations with extended

horizontal domain size. A similar study has also been

carried out by Tejada-Martínez and Grosch (2007) and

Golshan et al. (2017). The domain corresponding to

Fig. 5 (and all other simulations before this) was of the

size Lx 5 Ly 5 2P; therefore, we chose a new set of

simulations with domain sizeLx5 Ly5 8P/3 [caseCL(2)].

FIG. A1. Instantaneous velocity contours at Lx/3 plane of the flow referring to case CL(2)

(expanded horizontal domain length: Lx 5 Ly 5 8p/3) instantaneous (a) streamwise ~u,

(b) spanwise ~y, and (c) vertical ~w.
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To preserve grid resolution, the grid size was increased

from 192 3 192 3 192 to 256 3 256 3 192.

Figure A1 shows contours of instantaneous stream-

wise, spanwise, and vertical velocity in the spanwise–

vertical plane at streamwise location x 5 Lx/3.

Figures A1a, A1b, and A1c reveal the instantaneous

streamwise, spanwise, and vertical velocity, respectively,

displaying the alternating patterns of upwelling and

downwelling that are the signature of Langmuir turbu-

lence. The extended domain contains three pairs of

counterrotating Langmuir cells, compared to the pre-

vious one (Fig. 5 resolved only two pairs of counter-

rotating Langmuir cells). Therefore, this verified that

alternative domain sizes do not affect resultant

Langmuir turbulence dynamics. Further, the results for

two different domain sizes are compared through ver-

tical profiles of Reynolds vertical normal stress

(Fig. A2a) and Reynolds streamwise-vertical shear

stress (Fig. A2b). The results exhibit minimal variation

between different resolutions.

In another study, Fig. A3 displays the effect of grid

size on LES results in the flow with Us/u* 5 4.34,

uw/u* 5 1 and kH 5 1.2. Comparisons are made

between grid sizes 192 3 192 3 192 [case

CUs(1), uw(1), kH(1),N(1),L(1)] and 1283 1283 128 [caseCN(2)],

through Reynolds vertical normal stress (Fig. A3a) and

Reynolds streamwise-vertical shear stress (Fig. A3b)

profiles. The figures display negligible difference in

the vertical profiles and, thus, establish grid conver-

gence. Therefore, the grid size 192 3 192 3 192

implemented in all the previous simulations is ac-

ceptable, and conclusions drawn from simulations

performed for this study are not effected by numerical

factors.

APPENDIX B

Colinear Wind- and Pressure-Gradient-Driven
Flows with Wave Forcing

Throughout the paper, we have discussed the impor-

tance of Langmuir turbulence for vertical transport and

mixing of materials in coastal zones. Additionally, as

emphasized in the literature review, most previous

coastal LC studies have not considered the effect of

pressure gradient force (which is a key contributor to the

horizontal transport of oil, sediment, and bioactive

materials) assuming insignificant changes in coastal LC

characteristics due to prevailing weak tidal velocity

(Tejada-Martínez and Grosch 2007; Tejada-Martínez
et al. 2013; Sinha et al. 2015). Exceptions are the recent

LES simulations by Kukulka et al. (2011), Martinat

FIG.A2. Time- and horizontally averaged vertical profiles (averaged every two grid points).

(a) Reynolds vertical normal stresses and (b) Reynolds streamwise-vertical shear stresses. Black

circles indicate case CUs(1),uw(1),kH(1),N(1),L(1) (Lx 5 Ly 5 2p), and red crosses indicate case CL(2)

(Lx 5 Ly 5 8p/3).
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et al. (2011), Li et al. (2013), and Shrestha et al. (2017a,

2018). In this section we explore the effect of downwind

pressure gradient force on the length scales of coastal

LC, associating it with large-scale circulations (e.g.,

due to the Gulf of Mexico’s Loop Current; Oye

et al. 2005).

FIG. B1. Time- and horizontally averaged vertical profiles (averaged every two grid points) of the flow referring

to caseCPUs(1),uw(1),kH(1) (a) mean velocity, (b) resolved Reynolds normal stresses, and (c) resolved Reynolds shear

stresses.

FIG.A3. Time- and horizontally averaged vertical profiles (averaged every two grid points).

(a) Reynolds vertical normal stresses and (b) Reynolds streamwise-vertical shear stresses. Black

circles indicate caseCUs(1),uw(1),kH(1),N(1),L(1) (grid size 1923 1923 192), and red crosses indicate

case CN(2) (grid size 128 3 128 3 128).
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For this purpose, forcing parameters similar to the

previous setup as described in section 3b have been

imposed, except that in the present context the down-

wind pressure gradient force is imposed. The com-

putational domain is a ‘‘half-channel flow,’’ with a

rectangular domain of spatial extent Lx 5 Ly 5 2P,

depthH5 1 (or Lx 5 94.25m, Ly 5 94.25m,H5 15m),

and computational grid size 192 3 192 3 192. Constant

wind stress 0.01Nm22, coaligned with the wave forcing

direction, is considered on the top boundary of the

shallow water column (H 5 15m). This gives surface

friction velocity uw to be 3.22 3 1023m s21. Surface

waves are characterized by frequency sw 5 0.82 rad s21;

amplitude a ; 0.67m; wavenumber k 5 0.08 radm21

corresponding to wavelength L 5 79m (L/H 5 5.26),

and Stokes drift surface velocity Us 5 0.036m s21. This

gives turbulent Langmuir number [Eq. (6)] Lat5 0.3 and

nondimensional wavenumber kH 5 1.2. Since pressure

gradient force is imposed in this LES simulation, cal-

culations yield mean current speed Uc 5 1.3m s21, us-

ing the relation t*5 rCdU
2
c . Here, Cd is the drag

coefficient equaling 2.5 3 1023 (Sternberg 1968;

Sherwood et al. 2006), t* is bottom-boundary layer

surface stress, and Uc is the mean current speed due to

the ‘‘loop current ring’’ shed from the Loop Current.

The value of 1.3m s21 falls within the range (peak

speed; 1.8m s21) observed by Oye et al. (2005). Also,

the ratio of surface wind friction velocity to the bottom

friction velocity due to pressure gradient stress is de-

fined as follows:

FIG. B2. Three-dimensional isosurfaces for the Q criterion signed by streamwise vorticity. Blue color represents negative streamwise

vorticity while red color represents positive streamwise vorticity. Case (a)CPUs(2), (b)CPUs(1),uw(1),kH(1), and (c)CPuw(2). Figure depicts the

influence of Stokes drift surface velocity magnitude and surface wind stress on LC width for a pressure-gradient-driven flow. Subplot on

the left shows the Stokes drift velocity profile.
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where uw is surface friction velocity, u* is bottom fric-

tion velocity, tw is top-surface wind stress, and t* is

bottom-boundary layer surface stress (Martinat et al.

2011; Gargett and Grosch 2014). The C is related to

the parameter g used by Martinat et al. (2011), as

g 5 1/C 5 0.5.

Coriolis and buoyancy forcing have been deactivated,

as per the studies by Tejada-Martínez and Grosch

(2007), Kukulka et al. (2012), and section 3b. The use of

nonrotational LES of LC has also been validated very

recently by Grosch and Gargett (2016), through theo-

retical analysis in the absence of pressure gradient force.

However, even when pressure gradient force is acti-

vated, omission of Coriolis force is still valid. Here, we

follow this approach, to show that we can neglect Cori-

olis accelerations in the presence of pressure gradient

forcing developed by the ‘‘Loop Current ring.’’ Con-

forming to the sketch in Fig. 1 of Grosch and Gargett

(2016), we add a pressure gradient force in the y

direction (i.e., coaligned with surface wind stress).

Addition of downwind pressure gradient force only

modifies Eq. (6) (case A: with rotation and a lateral

boundary) and Eq. (10) (case B: no rotation and no

lateral boundary) to the following:

052g

�
›h

›y

�
2 gy2

t
0

rH
, and (B3)

052g

�
›h

›y

�
2 gy2

t
0

rH
. (B4)

However, the two modified equations are identical.

Therefore, time-mean velocities in both cases are still

identical, and, thus, Coriolis force can be neglected.

Now, we present the results of the LES simulations

and show that the activation of pressure gradient force

does not make any significant differences to the length

scales of LC, compared to previous simulations with-

out pressure gradient forcing. Figure B1 validates the

presence of Langmuir turbulence with the vertical

Reynolds stress profiles. Here, the same explana-

tions for Fig. 6 agree well. Figure B2 reveals the effect

of increased Stokes drift surface velocity and de-

creased surface wind stress on the horizontal length

scale of LC by reproducing similar three-dimensional

isosurfaces for the Q criterion signed by streamwise

vorticity, as in Fig. 7. For this, cases CPUs(2) (Fig. B2a),

FIG. B3. Three-dimensional isosurfaces for the Q criterion signed by streamwise vorticity. Blue color represents negative

streamwise vorticity while red color represents positive streamwise vorticity. Case (a) CPUs(1),uw(1),kH(1) and kH 5 1.2 (or Lat 5 0.3;

L/H5 5.26) and (b) CPkH(2). The figure depicts the influence of wavenumber on LC height and also LC width for a pressure gradient

driven flow. Subplot on the left shows respective Stokes drift velocity profile.
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CPUs(1), uw(1), kH(1) (Fig. B2b), and CPuw(2) (Fig. B2c)

were considered. The figure clearly shows no effect of

imposed pressure gradient force on horizontal size of

LC. Similarly, cases CPUs(1),uw(1), kH(1) (Fig. B3a) and

CPkH(2) (Fig. B3b) were considered to understand the

effect of wavenumber on the vertical size of LC when

forced by a pressure gradient. The results on vertical

length scale agreed closely with Fig. 8. Figure B4 sup-

ports the above result, displaying similar characteristics

of Langmuir turbulence with varying wavenumber, as

seen in Fig. 9.

APPENDIX C

Supplementary Numerical Experiments

Table C1 presents a list of supplementary numerical

simulations, which supports Table 1 in deducing threshold

FIG. B4. Time- and horizontally averaged vertical profiles of Reynolds normal stresses

(averaged every two grid points) for colinear wind- and pressure-gradient-driven flows with

wave forcing. Case (a) CPUs(1),uw(1),kH(1) and (b) CPkH(2).

TABLE C1. List of supplementary numerical experiments not included in Table 1 to avoid technical congestion but involved in deducing

individual threshold conditions required to observe structural modifications (section 4). Note that identifiers are named similarly as

in Table 1. Bold values indicate those simulation parameters that are varied while others are fixed. Also, N* 5 Nx 5 Ny 5 Nz and Ly 5
(Lx, Ly, Lz).

Case Us/u* uw/u* kH P Coriolis Buoyancy Grid (N*) Domain (Ly)

CUs(5) 8.68 1 1.2 0 No No 192 2p, 2p, 1

CUs(6) 1 1 1.2 0 No No 192 2p, 2p, 1

Cuw(5) 4.34 2 1.2 0 No No 192 2p, 2p, 1

Cuw(6) 4.34 0.32 1.2 0 No No 192 2p, 2p, 1

CUs(7),uw(7) 2.83 0.65 1.2 0 No No 192 2p, 2p, 1

CUs(7),uw(7) 1.41 0.32 1.2 0 No No 192 2p, 2p, 1

Ck(3) 4.34 1 4.7 0 No No 192 2p, 2p, 1

Ck(4) 1.41 0.32 1.2 0 No No 192 2p, 2p, 1

CPUs(6) 10 1.41 1.2 1 No No 192 2p, 2p, 1

CPuw(5) 15 8 1.2 1 No No 192 2p, 2p, 1

CPuw(6) 15 6 1.2 1 No No 192 2p, 2p, 1

CPuw(7) 15 4 1.2 1 No No 192 2p, 2p, 1
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conditions required to observe change in LC spacing. As

mentioned in section 4a, the threshold conditions for

case CUs(1), uw(1), kH(1),N(1),L(1) to observe such changes are

(i) uw/u*, 1 or (ii) Us/u*. 16.
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